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Abstract
The article concerns the use of the results of numerical simulations, primarily for the detection of defects in forged products 
identified at various stages, along with the analysis of the geometry of forgings and the way in which the material flows in tools. 
The work presents the results of measurements and analyses using numerical modelling based on computational packages ded-
icated to forging processes such as: QForm, Forge, etc., which are equipped with special functions that significantly facilitate 
analyses by both technicians and designers. These functions include: contact of the deformed material with the tool, flow line 
distribution, “trap” or “fold” functions for detecting forging defects, as well as other technological parameters and physical siz-
es, which are crucial in the case of a comprehensive analysis of the industrial die forging process. The novelty of the work is the 
presentation of the possibility of simultaneously combining many different non-destructive techniques and methods, e.g. results 
of FE simulations with 3D reverse scanning, minimizing interference in the industrial process. The research carried out allows 
for the thorough and rapid analysis of the correctness of the deformation of the forging material for selected forging processes, 
along with the presentation of methods for their prevention and solving various technological and engineering problems, which 
is particularly important in terms of reliability and production efficiency

Keywords: forging defects, FE modelling, hot forging process, special function in FEM packages

*Corresponding author: marek.hawryluk@pwr.edu.pl
ORCID ID’s: 0000-0002-9338-4327 (M. Hawryluk), 0000-0003-4696-6006 (S. Polak), 0009-0000-0191-7687 (Ł. Dudkiewicz), 
0000-0003-4127-3315 (J. Marzec), 0000-0002-3807-9266 (M. Jabłońska), 0000-0002-3182-7831 (M. Suliga), 0009-0006-7195-
8998 (R. Tkocz), 0000-0001-5388-8582 (G. Korpala)
© 2024 Authors. This is an open access publication, which can be used, distributed and reproduced in any medium according to 
the Creative Commons CC-BY 4.0 License requiring that the original work has been properly cited.

1. Introduction

The high competitiveness of producers of forged products 
observed recently means that the main factor determining 
the potential choice of a supplier of forgings (apart from 
the price, which is the main factor taken into account) is 

primarily the quality and dimensional and shape accura-
cy of the offered products (Liu G. H., et al., 2012). The 
quality of forgings is especially important as described 
by Dyja et al. (2004) in the case of typical forged prod-
ucts, and for heavy forging (Liu Y. et al., 2018). This is 
particularly important in the case of the automotive (Park 
& Kwon, 2016), aviation, and military industries, where 
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the requirements related to the accuracy and quality of 
forgings are at the highest level (Hawryluk et al., 2023). 
Hot die forging technologies are among the most difficult 
production techniques, especially in the case of precision 
forging processes (Douglas & Kuhlmann, 2000). It is 
a manufacturing method whose most crucial advantage 
from different types of die forging is a reduction in mate-
rial waste (up to 70%) resulting from the minimization of 
flash (Gronostajski & Hawryluk, 2008) and the produc-
tion of a finished product with minimal allowances for 
mechanical processing (Zuo et al., 2014). In general, forg-
ings obtained in the precision forging process have good 
mechanical as well as operational properties and are char-
acterized by high manufacturing accuracy and a narrow 
tolerance range (Behrens et al., 2009). On the one hand, 
due to its advantages, this technology is most often used 
to produce parts for the automotive industry from differ-
ent steel materials, for the production of gears, connecting 
rods, worm gears, tripods, turbines, alternators and con-
stant velocity joints (Shan et al., 2004). On the other hand, 
although these technologies are relatively well mastered, 
the correct production of forgings with complex geome-
try, and additionally meeting high requirements of dimen-
sional and shape accuracy and quality, requires extensive 
experience from technicians, designers and operators of 
forging units (Dieter et al., 2003). The improvement and 
implementation of new forging projects, continuous im-
provements and optimizations of implemented technolo-
gies, as well as a large number of important factors and 
phenomena affecting the correctness of the entire pro-
cess, as well as the interaction of these factors, make die 
forging processes one of the most difficult manufacturing 

processes to implement and analyze (Gronostajski et al., 
2014). At each of the individual steps of forging technol-
ogy, there is a risk of mistakes and defect development 
in the forging process. The literature states that the most 
common defects in forgings (lack of filling, curling and 
crimping) are the result of incorrect shapes (Politis et al., 
2018) as well as improper positioning of the blank or 
forging (Vazquez & Altan, 2000). Other causes of defects 
in forgings may include: too low temperature of the input 
material, the use of too large deformations, poorly made 
tools, inaccurate removal of scale or underdeveloped 
technology (Banaszek & Stefanik, 2006). Therefore, the 
design of blanks and forgings is an important issue for im-
proving product quality and reducing production costs re-
lated to material losses per flash as well as losses related to 
defected manufactured parts (Liu Y. et al., 2018). One of 
the greatest threats during the forging process are forging 
defects and imperfections (Rathi & Jakhade, 2014). The 
most common in terms of forging quality, but at the same 
time the easiest to diagnose (Hawryluk & Ziemba, 2018), 
are errors in the flow of the deformed material (Fig. 1a) 
and incorrect filling of the working blanks (Fig. 1b) as 
well as partial or complete lack of filling (Fig. 1c, d).

The consequences of defects in the form of incor-
rect flow or failure to fill the blank with the deformed 
material are often material curls (partially visible on 
the forging – Fig. 2a) and crimping, which can only 
be noticed during defectoscopic examination or under 
a microscope (Fig. 2b), and sometimes at a later stage 
of production, e.g. after heat treatment (Fig. 2c) or, in 
extreme cases, only after final mechanical treatment 
(Fig. 2d).

a)

c)

Correct Incorrect

 

b)

d)

Correct Incorrect

Fig. 1. Examples of forging flaws: a) improper material flow in the form of incorrect fiber distribution; b) failure to fill – no edge 
on the forging on the right side; c) FEM results – lack of filling in the area of the so-called “pin” in the forging of the window 

lock element; d) failure to fill part of the circumference in the forging of the front wheel disc
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Fig. 2. Identification of exemplary defects in forgings: a) defect in the form of fold in the area of the pin and the tip of 
the elements in the forging of a drive lever for a sports motorcycle; b) forging photo in the head of the lever-type forging 
with marked defect (confirmed by defectoscope) – the microstructure with incorrect material flow; c) forging in the expander 

forging, revealed only after mechanical processing; d) a crack in the form of a fold revealed after mechanical treatment

The most difficult to detect and diagnose are folds/
pressing areas, which are most often formed during 
poor material flow, when some of the deformed material 
still remains between the forging tools, creating bends 
which, in subsequent stages/operations, are pressed into 
the flash (Kumar et al., 2022). Also into the forging it-
self, which is unacceptable and causes disqualification 
of such elements from the process (Iwand & Wagner, 
2010). Therefore, in order to design and improve the 
industrial forging process, a  number of CAD/CAM/
CAE tools are used, in particular numerical modeling 
and simulations, supported by IT techniques or meas-
urement systems, like: coordinate-measuring machine, 
3D  scanners, advanced devices, others (Gronostajski 
et al., 2016). The use of numerical programs using both 
FEM and FVM to analyze issues related to incorrect ge-
ometry and/or positioning of the blank is currently the 
most common solution used by forges. The most popu-
lar and eagerly used programs are: Forge (Forge, n.d.), 
QForm (QForm UK, n.d.), SimufactForming (Simufact, 
2015), etc. Currently, they are equipped by software pro-
ducers with newer and newer functions enabling even 
more accurate analysis of bulk metal forming processes 
(Lu et al., 2018), enabling not only the basic technolog-
ical parameters, although difficult to determine in any 
other way, or physical quantities: material flows, forces, 
strain distributions, temperature fields, etc. (Mohamma-
di & Sadeghi, 2009), but also more advanced ones, such 
as contact or the detection of flaws in forging elements, 

or even analysis of tooling durability after a  specified 
number of forging cycles (Hawryluk et al., 2021). The 
use of these functions by an experienced user allows to 
significantly shorten the time needed to complete a new 
project and eliminate errors in instrumentation design. 
An example of one such special feature is the ability to 
analyze distances of the deformed forging material from 
the surface of the tool blank (contact) or forgings based 
on the “folds” function. This function works on the 
principle of lines on the surface of the forging, which 
expand and penetrate deeper during simulation, which, 
if they overlap, treat the situation as folding or crimping 
and enable accurate tracking of this defect, determining 
its size and depth and locating places formation of forg-
es, their growth and final geometry with high accuracy 
(depending on the adopted size of the initial mesh and 
remeshing). Numerical modeling programs also enable 
the detection of air pockets (“trap” function), i.e. empty 
areas between the forging and the tool in which air is 
retained in the form of surface or volume. If this type 
of “trap” defect is detected, the computational solver 
determines the pressure in this area is based on the vol-
ume enclosed in this place and thus takes it as the ini-
tial boundary condition during numerical simulations, 
thus affecting the flow of the deformed material and 
the correct filling of the forging tool cavity (Hawryluk 
& Jakubik, 2016). Air pockets may cause gaps in the 
die cut, as well as premature destruction of dies by in-
creased pressures in these surfaces. Therefore, further 

a) b)
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development and use of numerical modeling using new 
and very useful functions, such as contact, trap or folds, 
is fully justified both from the scientific and economic 
perspective due to the possibility of designing, compre-
hensive analysis and optimization of industrial forging 
processes, increasing thus, production efficiency and re-
liability (He, 2011). 

2. Numerical detection of  
flaws and defects  

in the forged products
Currently, in order to analyze the correct flow of the 
deformed material and the appearance of possible flows 
in forged parts, the aforementioned FE modelling is 
mainly applied. This concept is based on more or less 
advanced functions that allow for the detection or pre-
diction of a defect in the process.

2.1. The use of contact functions  
in numerical simulations

Contact detection in FEM is often used to analyze the 
correct flow of the deformed material and the degree of 
filling of the press forging die’s working impression. 
Figure 3 shows the results of numerical modeling for 
the three-operation process of forging a 60E1A needle 
rail into a 60E1 rail profile.

The presented results of numerical simulations 
indicate in which areas the material did not flow or 
flowed incorrectly. In the analyzed case, these are 
mainly areas in red/yellow color, where the distance 
of the forged material to the surface of the cutout ex-

ceeds 2 mm (Fig. 3a). In next, both upper drawings 
present are places where there was no deformation due 
to the lack of a tool, therefore they are marked in red 
color. Figure 3b shows an enlargement of the zones of 
the forged end, where it can be clearly seen that the 
material did not fill the die working cavity. But gaps 
visible at the end of the forging of the needle rail are 
not a problem because it is contained in the part cut off 
(in the industrial process after forging) with a  length 
of 100–150 mm. A more significant problem in this case 
is the lower part of the rail (foot), because the lack of 
material in this area causes the disqualification of such 
an element. Similarly, the contact function was used in 
the simulation of forging a geometrically complicated 
hinge-type element. The simulation of manufacturing 
a  forging consists of 4 stages: bending and flattening 
on an MPM6300 hammer, followed by roughing and 
finishing forging on an MPM16000 hammer. Figure 4 
presents the results of the impression filling in the oper-
ations: roughing and finishing forging.

The results obtained show that although no proper 
filling within the pin area was obtained in the roughing 
operation (area marked with red), the filling was correct 
in the finishing forging operation as that area was the 
closest to the die parting and it was deformed first in the 
finishing forging operation. 

Similarly, in the case of another forged element – 
forgings with a transverse axis in a 6-fold arrangement 
(a window lock forging), an analysis of the regularity 
of deformation and the amount of filling of the blank 
by the deformed forging material was carried out us-
ing the contact function. The contact detection function 
was applied, where Figure 5a shows the final phase of 
filling (0.3 mm before full contact). In turn, in Figure 5, 
a complete filling of the impression is shown.

a)a) b)2.03
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Fig. 3. The results of numerical simulation for the contact: a) at the end of deformation in final operation;  
b) image of enlarged areas with detected imperfections in the foot and head of the needle rail forging
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Fig. 4. The FEM results of material flows and filling cavity presented as the contact function:  
a) the roughing operation; b) the finishing forging operation 
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Fig. 5. FE results for finishing operation, with contact function deformed material with tools:  
a) 0.5 mm to full contact; b) end of the forging process

By means of this function, one can thoroughly 
analyse which areas in the forging are still deforming 
and flowing and which are no longer doing so. Such 
an analysis makes it possible to predict whether the de-
formed material is flowing according to the predictions 
or whether corrections are required. 

2.2. The use of subsurface line functions  
to analyze the flow of  

the deformed forging material 

A  frequently used function in numerical simulations 
that facilitates the analysis of the flow of deformed 
material is the so-called subsurface lines or flow lines. 
Before the simulation, lines are introduced in the feed 
material in a rectangular arrangement in one or both di-
rections. Then, during the simulation, the lines deform, 
showing the flow of the material. Figure 6 shows the 
results of modeling using flow lines for the deformed 
material of a tow hook forging intended for passenger 
cars towing trailers.

Surface lines were also used to analyze the way the 
material flowed during the forging process of a geomet-
rically complex motorcycle lever type-forging (Fig. 7). 

Figure 7 presents the results of deformed flow lines 
implemented into the feed material as a grid in both 
perpendicular directions. The FEM results regarding 
the distribution of fibers in the formed material con-
firm that defects (overlaps) may appear in the anal-
ysed zones. This is especially visible in area no.  2, 
i.e. in the recess, where one can see that the fibers 
from both directions have a  high tendency to cross 
and bend. The results from the analysis of subsurface 
lines are similar for a  fork-type forging in a  double 
system. In Figure 8a one can see the line near the die 
dividing plane. There is continuity from the shoulder 
of the forging through the rear part, with no clear in-
dications of cutting individual elements. Figure 8b, 
presents a  similar correct way of arranging the flow 
lines in the protrusion of the forging. Additionally, 
when combining the obtained results with the Gart-
field function, according to which the value is >0.8, 
a defect may occur.

a) b)
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a)

b)

Fig. 6. FEM results of the correctness of deformation for the forging of a hook type forging:  
a) material flow lines for individual manufacturing operations;  

b) fiber distributions in the forging obtained as a result of the Jacewicz test

a)

b)

Fig. 7. The FE modelling results: a) the material flows with a distribution of flow lines in longitudinal;  
b) arrangement of fibers in the opposite direction; c) magnification for analysed zones 1–3
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Fig. 8. Analysis of the subsurface (flow) lines of the forging during preliminary forging: a) lines around the dividing plane;  
b) flow lines in the plane of the arm zone; c) value of the Gartfield coefficient of the forging during preliminary forging 

in a double system; d) the results of Gartfield coefficient at the end of the process

a)

b)

a) b) c)

a) b) c)

d)



2024, vol. 24, no. 1� Computer Methods in Materials Science

Capabilities of numerical simulation support for defect investigations in die forgings

31

Figures 8a and 8b show the flow line distribution 
for a fork forging produced in a double system. In turn, 
Figure 8c shows the place where the highest value of the 
Gartfield coefficient occurs in the place of material de-
ficiency in the flash, which is permissible because there 
is still 1.8 mm left to completely fill (touch the dies). 
However, at the end of the forging process (Fig. 8d), 
there is no visible risk in the marked area, because the 
highest Gartfield values are 0.45 and occur on the arms, 
where they do not cause a risk of defect.  It should be 
taken into account that when using the Gartfield cri-
terion, the dimensional and shape tolerance values ​​for 
a given forging should be taken into account, because it 
is on this basis that it is possible to determine what type 
of defect it is. Finally, one should also be aware that 
these are the results of numerical modeling and should 
be confirmed in reality.

2.3. FEM with a trap function 
to detect “air pockets”

A more advanced analysis function in calculation pack-
ages based on FE modeling is the so-called trap func-
tion, which enables the prediction of defects in the 
deformed material based on air pockets. Also, as re-
sult of an under-developed technology or its improper 
implementation (underheated tools or an excess of the 
lubricant, which has not managed to evaporate from 

the surface of the impression), it is possible to no-
tice the possibility of a defect in the form of under-fill-
ing the tool cutout (Fig. 9a) in the process of manufac-
turing a yoke forging or a crank forging (Fig. 9c). The 
use of FEM numeral modelling with an active “trap” 
function for the detection of air pockets by means of 
the Forge program showed that, during the roughing 
operation, between the forging and the tool, a series of 
empty spaces containing air and the lubricating agent is 
formed (Fig. 9b).

Similarly, in the case of a crank-type forging, one 
can notice that so-called “air pockets” may be formed 
in the lowest areas of the tool impression and which 
reveal themselves in the form of underfills. Moreover, 
in both analyzed cases, an increased pressure value 
caused by the presence of an air pocket in this area can 
not only lead to a forging defect, but it can also damage 
the tools, thus accelerating the occurrence of microc-
racks and causing the so-called Rehbinder effect.

The “contact” function, in combination with the 
“trap” function, was used to analyze the failure to fulfil 
the so-called pins, i.e. small, conical areas in forgings 
that constitute elements of a window lock. Figure 10 
shows the results of numerical simulations for the forg-
ing process of such elements in a multiple system. Fig-
ure 10a shows the results using the contact function in 
the final phase of the process. In turn, Figure 10b shows 
the results using the trap function, illustrating unfilled 
volumes in the analyzed areas.

c) d)a) b)

c) d)a) b)

Fig. 9. The view of: a) failure of the forked type forging the real forging with defect of underfilling;  
b) results of FE modelling (the unfilled area marked with red) by use of the trap function;  

c) photo of a lever forging; d) visible laps in FEM

a)

c) d)

b)
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Fig. 10. FE rresults with the special functions – air pockets:  
a) filling of the pins’s cavities – contact during the end of the process; b) trapped and underfilled volumes;  

c) distribution of the pressure field during the final phase of the forging process

In turn, Figure 10c shows how high the pressures 
are generated in these areas, which, on the one hand, 
may make it difficult to fill the blanks and, on the other 
hand, cause tools to break.  

2.4. The use of the folds function –  
folds and laps of material

Defects of the deformed forging in the form of laps can 
be identified with the use of the folds function, where 
the laps are visible in the postprocessor as a cloud of 
red dots (spots). The use of the folds function is very 
helpful in analyzing this type of defects, because it al-
lows to easily and quickly identify the area in the forg-
ing where a defect is likely to appear in the industrial 

process. For example, in the analyzed process of the 
initial forging of an element, such as a fork for the drive 
system of excavators (Fig. 11), there is a tendency for 
some parts of the deformed material to flow out of the 
shape of the blank, so the defects do not affect the pa-
rameters of the product. 

However, in the case of the inexperience of the 
blacksmith operator and inappropriate manipulation 
and arrangement of the forging in the initial and fin-
ishing blanks, this may contribute to the occurrence of 
defects also in the forging, which unfortunately causes 
significant problems (Fig. 11).

Figure 12 shows the subsequent stages of forming 
using the folds function, thanks to which it is possible 
to analyze the flow of the material and the formation of 
possible defects on an ongoing basis. 
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Fig. 11. Exemplary results of detection of forging defects:  
a) the photo of hot forging; b) wrong arrangement of the die (too high) – laps on the arms;  

c) too flat end (laps on the corners and the mandrel)
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c)

a) b) c)



2024, vol. 24, no. 1� Computer Methods in Materials Science

Capabilities of numerical simulation support for defect investigations in die forgings

33

a) b) c)

d) e)

Fig. 12. Results of numerical modelling of fork type forging – the consecutive deformation phases: a) at the beginning; 
b) in the middle of deformation; c) at the end of forming

a) b) c)

d) e)

Fig. 13. Example results of detecting defects in forgings:  
a) model of a hub-type forging; b) forgings and reflections in the forging; c) results of defect modeling;  

d) forgings on the front surface; e) FEM – rotational displacement of tools in the axis

A similar situation with flaws in the form of folds 
was observed in the hot forging process of a very im-
portant element, such as the hub, which is intended for 
the drive systems of passenger cars (Fig. 13). 

A defect in the form of a  chisel/groove was ob-
served (marked by arrows in Fig. 13b), which may 
also be caused by incorrect tool geometry (Fig. 13c). 
Another defect in the form of crimping was sometimes 
observed in the process and which was caused by the 
incorrect orientation of the upper tool relative to the 
lower one (Fig. 13d, e). Therefore, the use of special 
fold functions allows to simulate various arrangement 
variants and detect the areas of the formed material that 
are most vulnerable to defects.

2.5. Application of FE modelling 
to measurements of geometrical features of 

the forged parts

Combining numerical modeling with other IT tools or 
methods now gives even better results and allows for 
a  more complete analysis. For example, using mea-

surement techniques, e.g. based on scanning combined 
with 3D analysis, it is possible to mutually verify the 
developed numerical model (simulation results) and 
the geometry of forgings as nominal CAD models or 
forgings obtained from an industrial process. Figure 14 
shows a comparison of the geometry and dimensional 
deviations map for the 60E1A6 rail profile, calculated 
numerically, with the developed nominal CAD mod-
el, which in this case allows the detemrination of the 
correctness of the assumptions made in the numerical 
modeling of the accurate forging process of needle rails 
used in railway turnouts.

Another, similar example of the simultaneous use 
of the results of numerical modeling and 3D scanning 
techniques may be the analysis of the trimming pro-
cess of a forked type forging. Figure 15a presents the 
results  of numerical simulation tests for the produc-
tion process with worn forging and trimming tools as 
a  comparison of the FE results after the forging and 
trimming  processes. In turn, Figure 15b shows the 
scanning results of forging without flash from an indus-
trial forging process (and trimming) in comparison to 
the nominal CAD model.

a) b) c)

a) b) c)

d) e)
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Fig. 14. Comparison of geometry calculated from FEM to the nominal shape and dimensions from the CAD model  
for needle rails used in railway turnouts

a) b)
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Fig. 15. A comparison of a FE forging model after forging and trimming of the flash with colour maps of deviations in a normal 
direction and cutting edge thickness: a) results of FEM in relation to nominal CAD; b) results of industrial process realised 

in similar real conditions (a scan of real forging to CAD model) 

The comparison results obtained indicate that both 
the geometry and deviations in the trimming zone (cut-
ting line) for the forging obtained from FEM and for the 
forging obtained in an industrial process for similar con-
ditions are highly similar. This is evidenced by, among 
others, the results of the width of the cutting line, which 
for the numerical model is in the range of 2.00–3.11 mm, 
and the deviations in the normal direction are 0.11 mm to 
0.30 mm. It is similar in the case of a forging obtained 
for such conditions in a real process. However, both the 
line width (from 2.00 mm to 3.41 mm) and deviations in 
the normal direction are more diverse along the cutting 
lines (0.10 mm to 0.25 mm). This can be explained by 
the fact that numerical modelling is carried out in ideal 
“virtual” conditions in relation to the industrial process, 
in which factors affecting the final geometry of the forg-
ing may occur.

The results of numerical simulations combined 
with scanning techniques can also be used to analyze 
the progressive wear of the forging die based on scan-
ning of cyclically sampled forgings from the industri-
al process, as well as the impact of destructive mech-

anisms on possible defects in the forgings (Fig. 16). 
Based on the distribution of equivalent (the highest 
value over 1,200  MPa) and normal stresses (value 
about 1,100 MPa), it is possible to predict which ar-
eas of the tool are most exposed to wear. At the same 
time, based on these most loaded areas, it is possible 
to draw conclusions about similar areas in forgings 
in which the greatest changes in geometry will oc-
cur. The maximum value of material loss/increase is 
in the same areas, both in tool and forging, but for 
a die one can observe a loss of material with a value 
about −0.15 mm. At the same time for forging one can 
see an increase of material (+0.13 mm). The produc-
tion process should be interrupted if such changes ex-
ceed the permissible tolerance range.

Based on the presented results and conducting 
long-term analyses, it becomes possible to use changes 
in the geometry of forgings to map them in the work-
ing blanks of tools and then model the process for such 
conditions in FEM. In this way, numerical modelling 
is possible, and the results are even closer to genuine 
industrial conditions.

a) b)
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a)

c)

b)

Fig. 16. Analysis of the operation of the forging tool and forgings: a) results of numerical simulations with the distribution of 
equivalent stresses and normal pressures in the tools; b) results of scanning the used die; c) scans of forgings periodically taken 

from the process (Hawryluk, 2021)

3. Summary

The article presents the results of a mumber of years 
of scientific research on the possibility of using mainly 
numerical simulations to analyze and detect defects in 
forgings and eliminate them. The use of computational 
packages not only made it possible to carry out relative-
ly simple analyzes of forging processes, but also mea-
surements and analysis of process correctness in order 
to determine key technological parameters, such as 
forging force patterns, temperature and strain field dis-
tributions, i.e. typical analyzes and process optimiza-
tion. Additionally, the use of more advanced functions, 
such as: contact lines, flow lines, or the Gartfield cri-
terion, as well as others, such as the appearance of air 
pockets and crimps, allow the detection and prediction 
of defects in forged products. It should be emphasized, 
as shown in the final part of the article, that the best re-

sults and most comprehensive analysis are obtained by 
combining and using many methods at the same time, 
such as: numerical modeling with 3D scanning. Com-
bined FE modelling with scanning techniques can also 
be used to analyze the progressive wear of the forging 
dies, as well as allowing for the prediction of defects in 
the forgings.

Based on the presented results one can observe 
the vast potential of this type of numerical tools and 
IT techniques for applications in the forging industry, 
because they can significantly shorten analysis time 
and the measurement of key parameters. They also pro-
vide a lot of valuable information and physical quanti-
ties that are difficult to determine analytically or exper-
imentally. This means that a virtual experiment using 
all these methods allows for a significant reduction in 
the costs associated with carrying out research and the 
development of a technology in an industrial processes.

a)

b)

c)
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Abstract
Deformation plasticity mechanisms in alloys and compounds may reveal the material’s capacity towards optimal mechanical 
properties. We conducted a series of molecular dynamics (MD) simulations to investigate plasticity mechanisms due to nanoin-
dentation in pure tungsten, molybdenum, and vanadium body-centered cubic single crystals, as well as the body-centered cubic, 
equiatomic, random solid solutions (RSS) of tungsten–molybdenum and tungsten–vanadium alloys. Our analysis focuses on 
a thorough, side-by-side comparison of dynamic deformation processes, defect nucleation, and evolution, along with corre-
sponding stress–strain curves. We also checked the surface morphology of indented samples through atomic shear strain map-
ping. As expected, the presence of Mo and V atoms in W matrices introduces lattice strain and distortion, increasing material 
resistance to deformation and slowing down dislocation mobility of dislocation loops with a Burgers vector of 1/2 〈111〉. Our 
side-by-side comparison displays a remarkable suppression of the plastic zone size in equiatomic W–V RSS, but not in equi-
atomic W–Mo RSS alloys, displaying a clear prediction for optimal hardening response of equiatomic W–V RSS alloys. If the 
small-depth nanoindentation plastic response is indicative of overall mechanical performance, it is possible to conceive a novel 
MD-based pathway towards material design for mechanical applications in complex, multi-component alloys.

Keywords: nanoindentation, alloys, hardness, machine learning interatomic potentials, dislocation dynamics, plasticity, tungsten

* Corresponding author: javier.dominguez@ncbj.gov.pl
ORCID ID’s: 0000-0002-1429-0083 (F.J. Dominguez-Gutierrez), 0000-0001-5239-1275 (S. Papanikolaou), 0000-0002-0323-
8714 (S. Bonfanti), 0000-0001-9249-5079 (M. Alava)
© 2024 Author. This is an open access publication, which can be used, distributed and reproduced in any medium according to 
the Creative Commons CC-BY 4.0 License requiring that the original work has been properly cited.

1. Introduction

Tungsten–Molybdenum (W–Mo) alloys are promis-
ing materials with superior physical properties. These 
alloys are suitable for sustaining extreme operating 
conditions without degradation (Chen Q. et al., 2021; 
Kramynin, 2022; Lan et al., 2022; Liu et al., 2013; Sa-
hoo et  al., 2015). As the W percentage increases, the 
thermal conductivity decreases while the strength at 
both room and high temperatures increases (Chen Q. 
et al., 2020; Jiang et al., 2018; Ohser-Wiedemann et al., 

2013; Tao et  al., 2022). In addition, Mo and W form 
isomorphic solid solutions due to their complete sol-
id and liquid solubility, enabling the creation of solid 
solutions across the composition range (Gaffin et  al., 
2022; Lan et  al., 2022; Wei et  al., 2023). Neverthe-
less, it is known that tungsten exhibits relatively low 
fracture toughness at low temperatures, rendering it 
susceptible to cracking (Arshad et al., 2014; Gumbsch 
et al., 1998). As an alternative, the addition of vanadi-
um to W matrices (W–V alloys) may enhance mechan-
ical properties and improve creep resistance at elevated 
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temperatures (Jiang et  al., 2019; Muzyk et  al., 2011; 
Wei et  al., 2023; Wurster et  al., 2011). Furthermore, 
vanadium has recently been recognized as a unique ele-
ment for strengthening in high entropy alloys and, more 
generically, random alloy solutions (Yin et al., 2020).

Nanoindentation simulations are capable of char-
acterizing the mechanical response of materials under 
external loads at the nanoscale, particularly for their 
dislocation nucleation and evolution, as well as induced 
plastic patterning, referring to the creation of patterns 
or structures within the material (Domı́nguez-Gutiérrez 
et al., 2023; Varillas et al., 2017). It involves applying 
a small, sharp tip onto the material’s surface, measur-
ing the required force and the subsequent material dis-
placement (Domıńguez-Gutiérrez et  al., 2021b; Kur-
paska et  al., 2022; Pathak & Kalidindi, 2015; Schuh, 
2006; Varillas et al., 2017). This process finds various 
applications, such as developing nanostructured surfac-
es with enhanced functionalities and engineering ma-
terials with specific mechanical properties (Das et al., 
2018; Li Z. et al., 2020). The plastic patterning result-
ing from nanoindentation is influenced by factors such 
as the applied load, material composition, and surface 
orientation. A  deeper understanding of the material’s 
deformation within the plastic zone beneath the in-
dented surface region is essential for interpreting these 
effects (Mulewska et  al., 2023a; Varillas et  al., 2017; 
Wyszkowska et al., 2023).

In this work, we investigate the effects of vana-
dium in random solid solution W–based alloys, with 
a  focus on the influence of varying vanadium con-
centrations on the morphology, densification, and me-
chanical properties, which have not been extensively 
studied in W-based alloys. (Wurster et al., 2011). Our 
aim is to gain insights into the behavior of alloys un-
der external loads and explore the potential for devel-
oping novel material design methods. We achieve this 
by investigating nanoindentation-induced plasticity 
through load-displacement curves and surface pattern-
ing, as referenced in existing literature (Alcalá et  al., 
2012; Frydrych et al., 2023; Karimi et al., 2023; Oliver 
& Pharr, 1992; Schuh, 2006; Yu et al., 2020). Molecu-
lar dynamics (MD) simulations, particularly large-scale 
atomistic simulations, offer a cost-effective alternative 
for comprehending plastic deformation mechanisms 
in tungsten (W) and its alloys (Domínguez-Gutiérrez 
et al., 2021b, 2023; Kurpaska et al., 2022; Pitts et al., 
2013; Varillas, 2019). The transition from elasticity to 
plasticity is characterized by pop-in events – sudden 
displacements indicating the initiation of dislocation 
sources in small indentation zones, as discussed in our 
work (Domı́nguez-Gutiérrez et al., 2023; Karimi et al., 
2023; Pathak & Kalidindi, 2015; Pathak et al., 2014). 

This phenomenon highlights a distinct drop in stress, 
a  focal point in our study of equiatomic W–Mo and 
W–V alloys’ hardening properties compared to single 
elements (Li T. L. et al., 2011; Mulewska et al., 2023b; 
Naghdi et  al., 2022; Pöhl, 2019; Xiong et  al., 2016), 
despite maintaining the body-centered cubic (BCC) 
crystalline structure.

2. Computational methods

We performed computer simulations using the Large-
scale Atomic/Molecular Massively Parallel Simulator 
(LAMMPS) (Thompson et al., 2022) and the Embed-
ded atom model with Finis–Sinclair (EAM-FS) poten-
tial developed for W–Mo and W–V by Chen Y. et al. 
(2020). This potential accurately models various phys-
ical and mechanical properties, 〈111〉 dumbbell migra-
tion, stacking fault energies, and relative stability of the 
〈100〉 and 1/2〈111〉 interstitial dislocation loops. While, 
the surface energies of these two metals are reported to 
be slightly lower than the DFT results. Supplementary 
Material (SM), we report the elastic constants (Cij), bulk 
modulus [GPa], shear modulus [GPa], Poisson’s ratio, 
and the Young’s modulus (EY [GPa]) of single element 
samples of W, Mo, and V, as well as random equatomic 
samples of W–Mo and W–V alloys that are generated 
by randomly substituting W atoms by Mo or V.

For modeling nanoindentation, the initial BCC 
samples of W, Mo, and V were created with lattice 
constants of approximately 0.316 nm, 0.315 nm, and 
0.303  nm, respectively. The sample dimensions were 
deliberately selected to accommodate the expected dis-
location loop propagation along slip families. For the 
[001] orientation, the dimensions, (dx, dy, dz), were ap-
proximately 50 nm × 50.56 nm × 51.19 nm, encompass-
ing 8,190,720 atoms. Similarly, for the [011] orientation, 
the sample was sized at around 50.24 nm × 51.84 nm 
× 49.16 nm, comprising 8,115,360 atoms. In the case 
of the [111] orientation, the sample measured ap-
proximately 51.40 nm × 50.09 nm × 50.63 nm, hous-
ing 8,424,900 atoms. The x and y  axes have periodic 
boundary conditions to simulate an infinite surface, 
while the z orientation has a  frozen bottom boundary 
to avoid vertical translation and to assure stability of 
the atoms when nanoindentation is performed, a ther-
mostatic section above the frozen layer to dissipate the 
heat generated during nanoindentation, and a “dynam-
ical” section for atoms–indenter interaction allowing 
atoms to move freely, as shown in Figure 1. Addition-
ally, a 5 nm vacuum region is added atop the sample as 
an open boundary (Domínguez-Gutiérrez et al., 2021b; 
Kurpaska et al., 2022).
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The W–Mo and W–V alloys are created by ran-
dom substitution of 50% of W atoms from the initial 
BCC W sample with Mo or V atoms, as done previ-
ously, an assumption supported by thermodynamic 
binary alloy phase diagram calculations (Dominguez- 
-Gutierrez et  al., 2022; Muzyk et  al., 2011; Turchi 
et  al., 2005). The FIRE (fast inertial relaxation en-
gine) 2.0 protocol (Guénolé et al., 2020) is then used 
to optimize the samples’ geometry towards the closest 
local minimum of energy structure. We consider the 
following criteria for the optimization process where 
the change in energy between successive iterations and 
the most recent energy magnitude is less than 10–5 and 
when the global force vector length of all atoms is less 
than or equal to 10–8 eV/Å. We observed a 0.09% re-
duction in the cell volume of the W–Mo alloy after the 
optimization process, while the W–V alloy exhibited 
a substantial 7.77% decrease. Additionally, the dz size 
of the W–V sample underwent a notable 9.73% reduc-
tion. These changes reflect the impact of V atoms on 
the W matrix. The samples are initially equilibrated at  
T = 300 K for 2 ns using an isobaric-isothermal en-
semble. This equilibration is achieved by integrating 
the Nose–Hoover equations with damping parameters, 
specifically, τT = 2 fs for the thermostat and τP = 5 ps 
for the barostat, while maintaining an external pressure 
of 0 GPa (Kurpaska et al., 2022; Xu Q. et al., 2023). 
This process continues until the system attains homo-
geneous temperature and pressure profiles. In Figure 1, 
we illustrate the atomic distribution of W and Mo on 

the surface, underscoring the necessity of conducting 
multiple nanoindentation simulations to ensure robust 
statistical outcomes in our study.

The indenter tip is defined as a  non-atomic re-
pulsive imaginary (RI) rigid sphere, exerting a  force 
of magnitude F(t) = K(r(t) – Ri)

2 on each atom. Here, 
K  =  236 eV/Å3 denotes the specified force constant, 
ensuring a  high stiffness for our indenter tip (Varillas 
et  al., 2017). The parameter r(t) represents the dis-
tance from the atoms to the center of the indenter, and 
Ri = 15 nm is the radius of the indenter, chosen suffi-
ciently large to accurately model the elastic-to-plastic 
deformation transition. Given that EAM potentials tend 
to yield lower surface energies than those obtained via 
DFT calculations, they lack the capability to simulate 
interactions between the indenter tip and the atoms on 
the top surface layer, particularly when the tip radius is 
equal to or less than 5 nm, as observed in our previous 
work computing normalized maximum shear stress by 
the pressure applied (Domı́nguez-Gutiérrez et al., 2023; 
Xu Q. et al., 2023). The initial location of the tip is set at 
a separation distance of 0.5 nm from the material’s sur-
face, and its center is randomly shifted to ten different 
positions to account for statistical variation, as depicted 
by black dots in Figure 1. We employ an NVE statis-
tical thermodynamic ensemble with the velocity Verlet 
algorithm for an indenter speed of v = 20 m/s for 125 ps, 
using a time step of Δt = 1 fs. A maximum indentation 
depth of hmax = 2.0 nm is selected to minimize boundary 
layer effects in the dynamic atoms region.

Fig. 1. Standard setup employed in our MD simulations for nanoindentation. The samples are partitioned into three regions to 
account for boundary conditions. We employ a non-atomic repulsive spherical indenter at a given strain rate. The target area 

configuration displays the random atomic distribution within the sample with black dots as indenter marks
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3. Results

The common pathway to investigate nanoindentation 
is through average force-displacement curves, which 
gives the information to define the mean contact pres-
sure p as (Johnson, 1987; Remington et al., 2014; Varil-
las, 2019):
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where h is the indentation depth, ν is the Pois-
son’s ratio, and the average load is calculated as  
P h N P have ii

N
( ) / ( )� �1  with Pi(h) as the load from 

each MD simulation and N = 10 the number of indents. 
During loading process, the contact radius is obtained 
with the geometrical relationship (Domı́nguez-Gutiér-
rez et al., 2023):
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Quantities p(h) and a(h) provide an intrinsic 
measure of the surface resistance to defect nucleation 
(Domı́nguez-Gutiérrez et  al., 2023; Varillas et  al., 
2017) and yield to a  universal linear relationship be-
tween p(h)/EY  and a(h)/Ri given by:
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Figures 2 and 3 show the ratio between p(h) and 
the Young’s modulus EY, for each sample, as a function 
of the normalized contact radius a(h)/Ri  between the 
sample and the tip. This is utilized to identify the pop-
in event, where the contact pressure deviates from the 
linear geometric fitting showing plastic instability initi-
ated as a notable pressure drop.

To assess the advantages and limitations of our 
approach, we conducted a  comparative analysis, con-
trasting our findings with those derived from a machine- 
-learned interatomic potentials (MLIP) based on the 
tabulated Gaussian approximation potential framework 
(tabGAP) (Byggmästar et al., 2021). The tabGAP em-
ploys the EAM-FS potentials within the training data-
set, incorporating concise low-dimensional descriptors, 
including two-body, three-body, and an EAM-like den-
sity. In addition, the utilization of the low-dimension-
al descriptors facilitates the creation of more efficient 
tabulated versions, where MLIP energy contributions 
are mapped onto grids (Byggmästar et  al., 2021). In 
Figures 2 and 3, we observed a  reasonable correspon-
dence in characterizing the transition from elastic to 
plastic deformation using both EAM-FS and tabGAP.  

However, it’s important to note a  distinct occurrence 
of the pop–in event, which falls within a range of 0.01 
to 0.05 p/EY. This discrepancy may be attributed to the 
incorporation of additional surface energy information 
within the tabGAP framework. Additionally, our findings 
were compared to our prior results for Mo (Domínguez- 
-Gutiérrez et al., 2021a, 2021b), where the use of EAM 
potentials with short interatomic distances corrections 
by the repulsive Ziegler–Biersack–Littmark (ZBL) 
model (Salonen et al., 2003) exhibited a higher contact 
pressure value at the pop-in event.

Fig. 2. Contact pressure evolution p, normalized by Young’s 
modulus EY is depicted with normalized contact radius a(h)/Ri 
for W, Mo, and V matrices. The figure employs the following 
color scheme: a solid black line for [001] orientation, a dashed 
blue line for [011], and a dotted red line for [111]. The results 
conform to the universal linear relationship [0.844/(1 – ν2)]
[a(h)/Ri], illustrated with the green dashed-dotted line. To 
validate our findings, comparisons with tabGAP (Byggmästar 
et  al., 2021; Domı́nguez-Gutiérrez et  al., 2023) for [001] 
samples are depicted with purple double dotted-dashed lines, 
and for the [001] Mo sample with EAM+ZBL simulations 
(Domínguez-Gutiérrez et  al., 2021b; Salonen et  al., 2003) 

represented by gray solid lines

From our MD simulations, the [001] orientation 
displayed the highest critical load, suggesting en-
hanced resistance to plastic deformation. Transition-
ing to the effects on Mo–W and M–V alloys, Figure 3 
demonstrates the influence of Mo and V atoms in the 
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W matrix. For Mo, the maximum value of p(h)/EY at 
[001] orientation is at 0.12 a(h)/Ri, between those of 
pure W  and Mo, consistent across orientations. Also, 
the pressure drop is more pronounced for [001]W–Mo 
compared to pure W and Mo. Conversely, V atoms in 
W lead to decreased yield points across orientations, in 
agreement with the V sample but distinct from W ma-
trices. Notably, the max(p(h)/EY) for [001]W–V is 0.11 
a(h)/Ri, lower than in pure W and V, signifying the on-
set of exceptional work hardening.

Fig. 3. Average contact pressure evolution as a  function 
of the contact area for W–Mo and W–V alloys. TabGAP 
simulation results are depicted for the [001] orientation, in 
good agreement with EAM-FS outcomes. The color scheme 

is similar to the one shown in Figure 2

In our prior study (Domı́nguez-Gutiérrez et  al., 
2023), we approximated the onset of dislocation nu-
cleation with ~0.45 – 0.5h/a(h). Therefore, to estimate 
the maximum shear stress using contact pressure cal-
culations, we assume an isotropic Hertzian contact 
model (Li T. L. et  al., 2011). The maximum shear 
stress beneath the indenter tip (τMax) is computed as 
τmax = 0.465max(p(h)), where p(h) is the contact pres-
sure obtained from Figures 2 and 3 (Li T. L. et al., 2011; 
Xiong et al., 2016). The obtained maximum shear stress 
under the indenter tip for single elements (W, Mo, V) 
and binary alloys (W–Mo, W–V) for the [001] orienta-
tion is shown in Table 1, with EAM-FS and tabGAP re-
sults in normal and bold respectively. We used the shear 
modulus (G) computed using the EAM-FS potentials at 
300 K to determine the maximum shear stress.

Table 1. Maximum shear stress, τmax = 0.465max(pm) (Li T. L.  
et  al., 2011), under the indenter tip for single elements  
(W, Mo, V) and binary alloys (W–Mo, W–V) on the [001] 
crystal orientation for a  strain rate of 20 m/s and 5 m/s. 
Additionally, the theoretical shear stress (τtheor = G/(2π)) is 

provided, where G represents the shear modulus

W Mo V W–Mo W–V
EAM-FS 22.50 18.75 7.52 19.71 12.68
TabGAP 21.61 19.20 7.06 20.06 12.02
G 136 122 43 135 84
Theor. 21.65 19.45 6.84 21.56 13.37

3.1. Dislocation network analysis

In general, dislocation glide predominantly oc-
curs along the closest-packed 〈111〉 directions for 
BCC metals, where the Burgers vector is denoted as 
b  =  1/2〈111〉. The associated slip planes are typical-
ly {110} and {112}. To analyze the atomic structure 
during nanoindentation tests, which provide insights 
into the mechanisms of dislocation nucleation and 
evolution (Domı́nguez-Gutiérrez et al., 2023), we em-
ploy OVITO (Stukowski, 2010) along with the DXA 
package (Stukowski et al., 2012). This approach allows 
us to identify dislocations, categorizing them into dis-
tinct types based on their Burgers vectors, such as the 
1/2〈111〉, 〈100〉, and 〈110〉 dislocation types. Figure 4 
shows material dislocations of selected MD simulation 
at maximum indentation depth for the [111] orientation, 
determined by the DXA method. Single-element ma-
trices form a single dislocation loop on the {111} slip 
plane, along with an embryonic dislocation (Burgers 
vector 1/2〈11̄1̄〉) traveling the {112} plane. Mo initi-
ates a single dislocation loop and creates an embryonic 
dislocation on the {112} plane with the same Burgers 
vector. V matrices exhibit shear loop formation under 
the indenter, indicating plasticity. However, embryonic 
dislocation movement is limited, favoring lateral mo-
tion instead. This leads to a dislocation loop (Burgers 
vector 1/2〈1̄1̄1〉) followed by a second loop, typical in 
BCC materials (Alcalá et al., 2012).

We present results for [001] and [011] orientations 
in Supplementary Material of this paper, for single ele-
ment materials at [001] orientation (tungsten at Fig. 4), 
two dislocation loops propagate within the Mo matrix, 
with Burgers vectors of 1/2〈111〉 and symmetrical ones 
of 1/2〈11̄1〉. In contrast, W and V samples exhibit shear 
loops developing toward {111} slip planes. This con-
sistency aligns with Figure 2, where Mo maintains con-
sistent p/EY values beyond 0.1a(h)/Ri, while others ex-
perience a contact pressure drop. For [110] orientation, 
W, Mo, and V matrices exhibit lasso-like mechanisms, 
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with screw dislocations evolving Burgers vectors of 
1/2〈11̄1̄〉 and 1/2〈111〉, forming dislocation loops. 
W forms perfect loops, while Mo and V generate dis-
torted ones due to material specific mechanical proper-
ties and Peierls barrier effects (Grigorev et al., 2023).

Fig. 4. Visualization of dislocations nucleated and evolved at 
the maximum indentation depth of 2 nm for single-element 
tungsten (W), molybdenum (Mo), and vanadium (V) samples 
on the [111] orientation. A dislocation loop with a Burgers 

vector of 1/2 〈111〉 is observed for all the samples

Fig. 5. Dislocation networks at the maximum indentation 
depth of 2 nm are portrayed for the W–Mo and W–V in 
alloys using EAM-FS and tabGAP approaches. A discrepancy 
is noticeable in the nucleation of dislocations in both 
approaches, stemming from the inclusion of a comprehensive 
training dataset for the MLIP that incorporates sufficient 

surface energy information

In Figure 5, the results for W–Mo and W–V al-
loys indicate the presence of screw dislocations, show-
casing distinctive half loops encircling the indenter tip 
location. For W–Mo, two dislocation loops originate, 
while in the 50% V atoms alloy with W, screw dislo-
cation propagation on the {111} plane notably dimin-
ishes during EAM-FS simulations. Although the MD 
simulations for pristine cases align with those reported 
by tabGAP (Domı́nguez-Gutiérrez et  al., 2023), dis-
crepancies arise in the W–Mo and W–V alloy analyses. 
While tabGAP identifies an edge dislocation loop for 
W–Mo, the dislocation dynamics and nucleation differ 
significantly in the W–V alloy. Notably, V in W ma-
trices triggers wave-wise dislocations underneath the 
tip due to lattice mismatch, leading to the initiation of 
a  loop. This variance between EAM-FS and tabGAP 
is due to differences in their training data, supported 
by DFT calculations of Peierls barrier energies (Byg-
gmästar et al., 2022). Results for [001] and [011] ori-
entations are depicted in the Supplementary Material.

3.2. Indented surfaces analysis

During nanoindentation loading, the indenter tip 
forms pile-ups and slip traces around it (Kurpaska 
et  al., 2022; Pathak & Kalidindi, 2015), offering in-
sight into dislocation propagation (Yu et  al., 2020). 
To explore this, we calculate the strain tensor at max-
imum indentation depth using the elastic Eulerian-Al-
mansi finite strain tensor (Stukowski et al., 2012) that 
describes local elastic deformation. Figure 6 displays 
strain field maps for [011] orientation of W  in good 
agreement with experimental results given by Yu et al. 
(2020), aligning high-resolution EBSD data. Positive 
max strain (ϵxx) concentrates under the indenter, nega-
tive strain appears between {112} planes. ϵxy displays 
four-fold symmetry, ϵxz and ϵyz exhibit positive and 
negative poles aligned with {110} family planes, as 
shown by the Kikuchi wise pattern (Yu et al., 2020). 
In SM, we report that Mo and V exhibit similar strain 
patterns but with differing magnitudes due to lattice 
parameters and elasticity. V emphasizes strain accu-
mulation around {110} and {112} planes in ϵxx and ϵyy. 
These strain maps unveil localized deformation pat-
terns and crystallographic strain dependence in the 
studied materials.

In Figure 7, we illustrate strain distribution for [111]
W–V alloy by EAM-FS and tabGAP. W–Mo alloy exhibits 
notable strain accumulation beneath the indenter tip along 
the {110} plane, largely in ϵxx,y,z for EAM-FS, while the tab-
GAP simulations show maximum values of strain on the 
direction of the dislocation nucleated by the applied stress. 
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Fig. 6. Strain field mapping around the indenter tip at the 
maximum depth for [101]W  noticing a  good qualitative 
agreement with experimental results reported by Yu et  al. 
(2020) and Das et al. (2018) following {112} plane families 

and Kikuchi wise pattern with (011) directions

Fig. 7. Strain field mapping at the maximum indentation 
depth for the [101]W–V alloy using both EAM–FS and 
tabGAP potentials showing the difference in modeling 
nanomechanical during the loading process. While both 
approaches exhibit agreement in global calculations related to 
maximum shear stress, they diverge in modeling the evolution 
of dislocations in the W–V alloy. This difference is attributed 
to the more robust training data set of the tabGAP compared 
to the traditional EAM method, influencing their modeling of 

dislocation dynamics within the alloy

This arises due to V’s presence in the W matrix, influ-
encing strain and causing dislocation buildup under the 
tip. The strain mapping depicts dislocation evolution in 

this direction. In addition, strain mapping of the [111]
W–V alloy indicates localized positive and negative 
strains under the tip, represented by  ϵxy,yz,zy, without 
significant strain propagation along crystallographic 
planes, as observed in tabGAP simulations. This obser-
vation suggests limited dislocation propagation within 
the alloy, a pattern that aligns with the representations 
in Figure 4. These outcomes emphasize the limitations 
of EAM-FS in depicting dislocation propagation, despite 
its strong agreement with strain-stress curves and max-
imum shear stress values from tabGAP. In the SM, we 
depict the strain mapping of the W–Mo alloy, revealing 
a  reasonable agreement between both approaches. Un-
derstanding the distribution of strain and its dependence 
on crystallography is of importance for comprehending 
the mechanical response and deformation mechanisms 
present in these binary alloys.

3.3. Nanoindentation strain rate analysis

It appears that simulations conducted using the EAM-FS 
potential showcase good alignment with the more so-
phisticated MLIP methods, save for a noticeable differ-
ence in dislocation nucleation, particularly observed in 
the W–V alloy. However, it’s important to note a sub-
stantial difference in computational wall time between 
these approaches. While an MD simulation using the 
EAM method within our computational setup, employ-
ing 120 processors, can be completed in a  matter of 
hours, a tabGAP simulation requires several days to run 
due to this significant disadvantage. Consequently, to 
address this drawback of the tabGAP method, we opted 
to conduct MD simulations at a nanoindentation strain 
rate of 5 m/s using the EAM-FS potentials while main-
taining the same numerical setup utilized for the 20 m/s 
case. Our primary aim is to explore the influence of 
strain rate on the maximum shear stress of the samples, 
where the EAM method exhibits strong agreement with 
tabGAP, except in dislocation nucleation.

Figure 8 present the results for the average contact 
pressure, pm = Pave/πa(h), at a nanoindentation rate of 
v = 5 m/s for the single–element samples W, Mo, and 
V, as well as the binary alloys W–Mo and W–V for the 
[001] orientation, respectively (Alcalá & Esqué-de los 
Ojos, 2010). We observed a  sudden drop in the criti-
cal contact pressure, akin to what’s observed in com-
pression mechanical tests (Papanikolaou et  al., 2012, 
2017; Song et al., 2019a, 2019b; Xu R.-G. et al., 2021), 
linked to the pop-in event during loading. Furthermore, 
the maximum value of pm, signifying the initiation of 
plastic deformation, varied among materials. In MD 
simulations, the sequence of the pm values is W, Mo, 
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and V indicating that tungsten (W) demonstrated the 
highest resistance to plastic deformation. Additionally, 
the contact pressure decreases with decreasing nanoin-
dentation strain rate, primarily observed in the binary 
alloys, consistent with experimental findings (Huo 
et al., 2019). This effect is due to the slower indenter 
tip penetration, allowing more time for dislocation evo-
lution within the sample and shock absorption between 
the tip and the surface. In W–Mo alloys, the maximum 
value of pm falls between that of Mo and W for both 
the [011] and [001] orientations, as expected. In W–V 
alloys, regardless of crystal orientation, this value falls 
between that of V and W.

Fig. 8. The evolution of contact pressure is presented as 
a function of the simulation time and depth at a nanoindentation 
strain rate of 5 m/s for single-element W, Mo, and V matrices, 
and W–Mo and W–V alloys oriented along [001]. The 
contact pressure is averaged across 10 MD simulations for 
each sample, illustrating the transition from the elastic to the 

plastic deformation region

Table 2. Maximum shear stress, τmax = 0.465 max(pm) (Li T. L. 
et  al., 2011), under the indenter tip for single elements 
(W, Mo, V) and binary alloys (W–Mo, W–V) at different 
crystal orientations ([001], [011], [111]) for a  strain rate of 
5 m/s. Additionally, the theoretical shear stress (τtheor = G/(2π)) 

is provided, where G represents the shear modulus

W Mo V W–Mo W–V
[001] 22.95 18.53 8.01 20.34 12.18
[011] 17.32 16.63 6.09 14.86 13.51
[111] 18.55 16.83 6.98 14.53 –

G 136 122 43 135 84
Theor. 21.65 19.45 6.84 21.56 13.37

In Table 2 we report results for the maximum shear 
stress for 5 indenter speed. We noticed that the crystal-
lographic orientation significantly influences both the 
contact pressure yield point and maximum shear stress 
values. The τMax beneath the indenter tip is in the order 
of the τtheor for the [001] orientations across all samples. 

Furthermore, the W–V alloy displayed heightened duc-
tility for the [111] crystal orientation. This was evident in 
the contact pressure analysis, where the indenter tip need-
ed to penetrate deeper into the sample to reach the yield 
point. Results at a rate of 20 m/s are presented in the SM.

3.4. Generalized stacking fault energies

We compute Generalized Stacking Fault Energy (GSFE) 
curves by considering two distinct lattice orientations 
that align the x–z plane with the targeted glide plane. To 
define the samples, we take a unit cell with lattice vec-
tors as 〈112〉x, 〈110〉y, and 〈111〉z for the {110} plane case, 
and 〈110〉x, 〈112〉y, and 〈111〉z for  the  {112}  plane 
case. These unit cells are then replicated in a 12 × 10 × 5 
supercell, defining 3600 atoms with a 2.0 nm vacuum 
introduced at one end in the y direction to prevent in-
teractions between periodic images (Wang et al., 2021; 
Xu S. et al., 2020).

The computation of each GSFE curve involves dis-
placing the top half layers of atoms relative to the bottom 
half in the 〈111〉z direction. Displacements occur at equal 
increments, with each increment representing a  fraction 
of 0.1 of the Burgers vector magnitude. After each dis-
placement, the top and bottom atomic layers are held fixed, 
while the remaining layers undergo relaxation solely in 
the y direction. The relaxation process, achieved through 
energy minimization using the conjugate gradient scheme, 
concludes when either (i) the quotient of the change in en-
ergy between successive iterations and the most recent 
energy magnitude is less than 10–12 or (ii) when the global 
force vector length of all atoms is less than or equal to 
10–12 eV/Å (Wang et al., 2021). Then, the stacking fault 
energy can be calculated as (Ojha et al., 2014):

�GSFE
s

SF

E E
A

�
� 0 (4)

where Es represents the energy of the sample at a given 
displacement, and E0 denotes the energy for the perfect 
sample, ASF stands for the stacking fault area.

In Figure 9, the results for γGSFE on the {110} and 
{112} planes for pure W, Mo, and V are presented. 
These findings are juxtaposed with DFT calculations 
for W and Mo (Wang et al., 2021), and V (Zhang et al., 
2017), as well as with the machine learning potential 
SNAP for W and Mo (Wang et al., 2021). Additional-
ly, results for Mo using EAM+ZBL potentials (Salonen 
et  al., 2003) are included. Notably, a  commendable 
agreement is observed between tabGAP and DFT re-
sults for W and Mo, notwithstanding a slight discrepan-
cy with V in the {112} plane. Regarding the EMA–FS 
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results, it is noteworthy that the γGSFE curves are lower 
than those obtained through DFT, impacting the mod-
eling of defect nucleation during the loading process.

Fig. 9. Relaxed γGSFE curves on the {110} and {112} planes for 
pure W, Mo, and V. The presented results are compared to DFT 
calculations for W and Mo (Wang et al., 2021) and V (Zhang 
et al., 2017), as well as to other machine learning potential SNAP 
for W and Mo (Wang et al., 2021). Additionally, results for Mo 
using EAM+ZBL potentials (Salonen et al., 2003) are included. 
Notably, a  good agreement is observed between tabGAP  

and DFT results

Fig. 10. Relaxed γGSFE curves are presented for the {110} plane 
and the {112} plane for W–Mo and W–V alloys using EAM-
FS and tabGAP potentials. It is noteworthy that the energy 
values are consistently lower for EAM-FS compared to 
tabGAP, providing an explanation for the observed difference 

in dislocation nucleation during nanoindentation loading

In Figure 10, results for γGSFE curves for the bina-
ry alloys WMo and WV are depicted using EAM-FS 
and tabGAP methods. Generally, the energy values for 
tabGAP are higher than those presented by the EAM-
FS method, particularly noticeable for the {110} plane. 
Notably, in the case of the W–V alloy, there is a  sub-
stantial difference in energies between the two methods, 
especially for the {112} plane. This difference may elu-
cidate the observed discrepancy in the nucleation of the 
dislocation network during the load process for the [111]
W–V alloy. Specifically, the EAM-FS method requires 
a higher pressure for the propagation of dislocations.

4. Concluding remarks

Understanding the mechanical behavior in W-based 
random solution alloys is important for applications at 
extreme operating conditions. Our molecular dynamics 
simulations delved into nanoindentation responses within 
pure tungsten, molybdenum, vanadium, and their equi-
atomic W–Mo and W–V random solid solution alloys. 
Our analysis compared dynamic deformation, defect 
formation, stress-strain behaviors, and surface morphol-
ogies post-indentation. We conducted simulations em-
ploying the EAM method and explored its limitations by 
contrasting it with a more sophisticated, machine-learned 
interatomic potential within the Gaussian approximation 
potential (GAP) framework. These interatomic potentials 
are reported in the NIST database and, according to the 
authors’ knowledge, are the only ones currently devel-
oped suitable for performing open-boundary molecular 
dynamics (MD) simulations for W–Mo and W–V alloys. 
The introduction of Mo and V into W structures reduces 
the Generalized Stacking Fault Energy (GSFE) values, 
consequently decreasing the dislocation mobility. Intrigu-
ingly, equiatomic W–V alloys displayed significant sup-
pression of the plastic zone, indicating enhanced harden-
ing potential compared to W-Mo counterparts. In the case 
of the former, we observed disparities between the EAM 
approach and tabGAP. EAM encountered limitations in 
modeling dislocation nucleation and evolution, particu-
larly in the [111] crystal orientation. Conversely, tabGAP 
predicted the formation of shear loops and slower dis-
location evolution. EAM indicated concentrated strain 
beneath the indenter tip, forming a dislocation network 
without effective propagation, possibly due to lower sur-
face energies when compared to DFT calculations. Nev-
ertheless, maximum shear stress values obtained with the 
EAM method are in good agreement with the theoretical 
results showing a  crystallographic dependence for all 
the materials. The computed generalized stacking fault 
energy curves for tabGAP demonstrate a commendable 
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agreement with ab initio calculations, particularly for 
the {110} plane. Additionally, they provide insights into 
asymmetry concerning the sense of glide direction on the 
{112} plane, a crucial factor contributing to the observed 
differences in dislocation nucleation modeling in binary 
alloys. Our findings suggest a promising avenue for com-
putational material design in complex, multi-component 
alloys, emphasizing insights gained from small-depth 
nanoindentation responses.

Fig. 11. Spinodal, shear, and Born stability criteria with hydrostatic 
pressure for single W, Mo, V, and binary alloy WMo and WV. 
The pressure range showing the stability of the interatomic 
potentials is considered to set up the numerical conditions in 

the MD simulations

Appendix A:  
Elastic stability of interatomic potentials

To validate the suitability of the EAM-FS potentials 
for simulations under high-stress conditions, we assess 
the elastic constants within a pressure range relevant to 
the loading process (Xiong et al., 2016). We further ex-
amine the elastic stability conditions by evaluating the 
spinodal, shear, and Born criteria (Xiong et al., 2014) 
under hydrostatic pressure P. These criteria, denoted 
as M1 = C11 + 2C12 + P > 0, M2 = C44 – P > 0, and  
M3 = C11 – C12 – 2P > 0, are shown in Figure 11. No-
tably, the materials exhibit stability from 0 GPa to 
50 GPa, which is taken into account to set up the nu-
merical environment for nanoindentation simulations.
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