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Abstract

In manufacturing companies large amounts of data are collected and stored, related to designs, products, equipment,
materials, manufacturing processes etc. Utilization of that data for improvement of product quality and lowering manufac-
turing costs requires extraction of knowledge from the data, in the form of appropriate conclusions, rules, relationships
and procedures. Data mining provides tools and methodologies for semi-automated extraction of that type of knowledge.
It is a multidisciplinary field, rapidly growing in recent years, and used mainly in business, medicine, social sciences. Ap-
plications to manufacturing and design on a large scale are relatively seldom.

In the present work some important manufacturing-related problems are characterized, from the standpoint of bene-
fits from application of data mining methods. In the second part of the paper some selected results of the authors’ studies
and research are presented, showing performance of decision trees in solving important typical problems in manufacturing

industry.
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1. INTRODUCTION

In majority of manufacturing companies large
amounts of data are collected and stored, related to
designs, products, equipment, materials, manufactur-
ing processes etc. Utilization of that data for im-
provement of product quality and lowering manufac-
turing costs requires extraction of knowledge from
the data, in the form of appropriate conclusions,
rules and procedures. This can be facilitated by
methods offered by a relatively new, interdiscipli-
nary field, called data mining (DM), which includes
methodologies and tools from several disciplines
such as database systems, visualization, statistics
and learning systems. DM is rapidly growing in
recent years, however until now, it has been used
mainly in business, medicine and social sciences.
Applications to manufacturing and design on a large
scale are relatively seldom (Kusiak, 2006; Harding
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et al. 2006; Wang 2007; Perzyk, 2006; Perzyk et al.,
2007).

The knowledge obtained by DM techniques
from recorded past data can be in various forms,
such as verbally expressed logic rules, classification
systems suitable for classification of new objects
without explicit rules presentation, regression mod-
els used for prediction of new values of real-type
variables, relative significances of input variables,
characteristics of groups (clusters) based on of regu-
larity appearing in the data, association rules etc.

The most important type of DM tools are those
utilizing learning systems, such as decision trees,
Bayesian classifiers, rough sets theory based sys-
tems, artificial neural networks, MARSplines etc. In
general, the models used in DM can be parametric or
non-parametric. Non-parametric models differ from
parametric models in that the model structure is not
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specified a priori but is instead determined from
data. The non-parametric models are essentially
more suitable for knowledge discovery as the nature
of the relationships hidden in the data is usually not
known. The decision tress (DTs), also called classi-
fication trees, are probably the most often used mod-
els of that type, due to their simplicity, low computa-
tional costs and ease of graphical and verbal presen-
tation of knowledge.

The paper consists of two main parts. In chapter
2 some important manufacturing-related problems
are characterized, from the standpoint of benefits
from application of DM methods. In chapter 3, se-
lected results of the present authors research, reveal-
ing important features and performances of DT in
solving important typical problems in manufacturing
industry, are presented.

2. POTENTIAL APPLICATIONS OF DM
TOOLS IN MANUFACTURING

The DM methods can be helpful in solving prob-
lems appearing at all main stages and concerning
various aspects of manufacturing processes, i.e. de-
sign, control, running and quality assurance. Some
of them are discussed below.

Designing of the manufacturing processes and
tooling in contemporary industry is assisted by ad-
vanced computer tools, covering simulation soft-
ware, expert systems based on knowledge acquired
form human experts as well as the knowledge ex-
tracted by the semi-automated DM methods. In gen-
eral, the designing aids, both conventional ones like
formulas, procedures, data bases etc., and the ad-
vanced knowledge systems, play particularly impor-
tant role at the initial stage of the designing process.
The proper choice of the manufacturing process
alternative in that phase allows reduction of number
of design versions and, consequently, the number of

necessary corrections resulting from simulation
and/or floor tests. Exemplary problems related to
selection of the manufacturing process alternatives
in foundry industry, for which the knowledge ob-
tained by DM methods can significantly contribute
to the right decision making, can be found in
(Perzyk et al., 2008).

Detection of irregularities, appearing as exces-
sive variations of manufacturing process, is usually
carried out with the Statistical Process Control
methods (SPC). It is important that SPC includes not
only the detection of the irregularity occurrence but
also analysis of the case and usage of its results to
determination and elimination of the cause. The
fundamental tools of SPC are control charts which
are used to detect the statistical process instabilities.
The most often used type of control charts is the
Shewhart’s sample mean, for which several rules of
interpretation have been formulated, permitting
identification of the excessive variation type or its
general cause (see, e.g Hill, 2007). In the present
authors’ opinion, the classification tools could be
also helpful for this identification. The idea is to
replace the information about specific sequences of
the sample points by a set of actual values of recent
sample means, which would be input (independent)
variables for a classification tree, while the output
will be the type of variation (general cause). The
primary training could be performed using artifi-
cially generated data sets, including various realiza-
tions of the typical cases. The final induction of the
tree would be based on data including real cases,
recorded in a given enterprise.

Discovery of root causes of manufacturing proc-
ess irregularities, leading to deteriorating product
quality, is undoubtedly one of the most important
tasks which could be performed with a use of the
DM techniques, particularly learning systems. One
of the possibilities is to build a regression model of

Table 1. Applicability of knowledge obtained with DM methods for solving manufacturing problems

Type of knowledge
e . . Classification of cases
Prediction with Significance of Verbal Classificati
regression models process parameters croa assl Fcatl(.)n.
logic rules | models (implicit)
Process design +++ - +++ +
é Process control ++ ++ +++ +
% | Detection of irregularities (excessive varia- N ey
é tions) in process
= Determination of root causes of process s . -
irregularities (quality deterioration)
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the process, in which the input (independent) vari-
ables would be widely understood process parame-
ters and the output (dependent) variable should char-
acterize the process quality. An analysis of the
model would indicate the most significant input
variables, i.e. those which affect the output in the
largest extent — these are the most probable causes of
the quality drop. The input variables can be factors
related to material, machine, man, organization,
environment etc while the quality can be defined by
the product’s property level (e.g. strength) or frac-
tion of defective parts.

The summary of applications of particular types
of knowledge at the main stages of manufacturing
processes, are presented in a symbolic form, in Ta-
ble 1.

3. ASSESSMENT OF DECISION TREES
APPLICABILITY AND PERFORMANCE

As a result of extensive literature studies, includ-
ing recently published handbooks and research re-
ports as well as the authors’ own research, an over-
view of DT application areas has been elaborated
and summarized in Table 2. The term ,,precision”
denotes ability of flexible and precise fitting the
model to data; ,availability” is related to software
and includes also its user-friendliness and pricing.

In the following sections the authors’ research
results are presented. Most of the computations re-
garding decision trees were carried out using Mine-
Set™ software package in version 100M, provided
by a US company Purple Insight. Details concerning
the research methodology and other necessary com-
ments are given at the beginning of each section.

3.1. Regression-type modeling

DTs are basically classification models which
means, that the independent variable has to be of
discrete type, i.e. nominal (often called categorical)
or ordinal. In the present work, continuous output

variables were converted to ordinal values before
tree induction by assigning their actual values to
appropriate order numbers of uniformly arranged
intervals. Discrete responses of classification tree
models, expressed as the intervals’ order numbers,
were converted to continuous values by assigning
central values of the appropriate intervals. The num-
ber of intervals used for the conversions was 10 in
most cases.

Although the DTs are the most popular tree-type
non-parametric models used in DM, another models
of that class, dedicated for modeling relationships
between continuous variables, called regression
trees, have been also developed and are incorporated
in commonly available software. These models are
also included in the present research.

Numerous successful applications of artificial
neural networks (ANNs) in modeling of various
manufacturing processes reported in recent years
indicate that neural regression models are generally
recognized to be outstandingly flexible and therefore
capable of reflecting the unknown dependencies
existing in a recorded data. This is true, despite the
fact that neural models cannot be considered as non-
parametrical, as a particular structure of the network
and a form of the activation function must be as-
sumed. The MLP-type ANNs were also considered
in the present work and their performance was com-
pared with that of classification and regression trees.
Details concerning ANNs can be found in (Perzyk et
al., 2007).

Two types of data were used for testing of the
regression type modeling: simulated data sets, with
assumed hidden relationships, and real data, col-
lected in the foundry industry. The simulated data
sets were generated in the following way. First, an
analytical formula of the type Y = f(X1, X2, ...) was
assumed. Then for random values for independent
variables X1, X2, ... the dependent variable Y was
calculated. Finally, a Gaussian-type noise with
maximum deviations +20% was imposed on the

Table 2. Assessment of DT as a support for solving production problems
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Decision tree features
Type of knowledge Applicability Precision Availability
Prediction with regression models satisfactory satisfactory good
Significance of process parameters good poor satisfactory
) ) Verbal logic rules good good good
Classification of cases - -
Classification models good good good
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independent variables. All the values were normal-
ized within 0 — 1 interval. 1200 records for each data
set were generated in that way; of those 1000 re-
cords were used for training the models and 200
records were used for testing their predictive capa-
bilities. Several different basic formulas were as-
sumed, however, only results for the following two
are presented below: Y = X142-X2+3-X3+4-X4+
5-X5, i.e. with no interactions between input vari-
ables, and Y=X1-X2+X3+X4+X5, with strongly
interacting variables X1 and X2. The motives of the
particular forms of the above formulas are related
with the significance analysis of the input variables,
presented in the next section, where the same data
sets are used. The industrial data set correlates
chemical composition of ductile cast iron with its
tensile strength, obtained as a result of the melting
process; some more details can be found in (Perzyk
& Kochanski, 2001).

All the results are summarized in Fig. 1 in a
form of the prediction error bars. It can be seen that
for the simulated data sets classification and regres-
sion trees are significantly less accurate than ANNS.
This observation is true for the both subsets: the
training data, which implies lesser flexibility of the
tree type models and the new (testing) data which
indicates their lesser predictive capability. It is also
worth noticing that the regression trees do not per-
form remarkably better in modelling regression-type
relationships than the classification trees. The latter
can be even more accurate if a larger number of
ordinal values is assumed.

m Classification Trees, 10 categories B Classification Trees, 20 categories
[ Artificial Neural Networks

B Regression Trees

For the industrial data set the errors for all the
three models appeared to be very similar. Analysis
of the results presented in Fig. 1 indicates that the
ANNSs errors are higher and the tree-type models
errors are smaller, compared to the simulated data.
This could be a result of the fact that the relation-
ships hidden in the data are much more complex,
compared to the simulated data, and that the non-
parametric models perform relatively better in such
cases.

3.2. Significances of process input variables

There are two main approaches to extraction of
valuable information from regression or classifica-
tion models (Etchells & Lisboa, 2006). One is called
‘pedagogical’ and treats the model as a black-box,
i.e. uses a specially designed interrogation procedure
to obtain the desired information. Another approach
is called ‘decompositional’ and is based on an analy-
sis of the model’s parameters. For ANNs it was
found that the methods for finding relative impor-
tances of independent variables based on the net-
work weights values, i.e. the decompositional ap-
proach, were not satisfactory (Perzyk et al., 2003).

For DTs, a qualitative evaluation of input va-
riables significances is simple: variables appearing
in the tree structure (or logic rules resulting from it)
are significant (Wang, 2007; Huang & Wu, 2006).
Analysis of the DT structure and parameters can be
also used for qualitative or semi-quantitative estima-
tions of the variables significances (Huang & Wu,
2006). Some commercial software
packages suggest measures for
quantitative ranking of independent

variable importances based on vari-

Y=X1+X2+X3+X4+X5 ANNs. The same factor definition,
previously developed and tested by
the present authors for ANNs, was
assumed for all the models: the sig-
nificance factor for a single input is

defined as the maximum difference

Y = X1+2-X2+3-X3+4-X4+5-X5 Industrial data

Fig. 1. Comparison of % average output prediction errors for classification trees,
regression trees and ANNs

18 . ..
16 ous DT purity definitions (Vander- O
14 | berg & Motroni, 2007). These 5
12 methods qualify as ‘decomposi- A
10 tional’ ones. g
81 N In the present work the relative &
6 - . =
4 significance factors based on the <
2 ‘pedagogical’ approach were tested =
0 for all the three models mentioned f
Training Testing | Training | Testing Training Testing in the previous section, i.e. classifi- 8
data data data data data data cation and regression trees and LE.:
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of the output, which can be obtained by changing the
value of the analyzed input. These values are calcu-
lated repeatedly a number of times for other vari-
ables set at random levels. Thus, the magnitude of
resulting scatter of the significance factor of the
given input reflects the possible interactions with the
other variables. All the significances thus obtained
are normalised by dividing them by the value ob-
tained for the most significant variable. Details con-
cerning computational aspects of the above method-
ology can be found in (Perzyk et al., 2007).

In Fig. 2 comparisons of the relative significance
factors of input variables, obtained from the three
regression models for the two simulated data sets
using the above methodology, are presented. The
values found from classification and regression tress,
essentially reflect the expected tendencies, however,
their values are remarkably less accurate then those
obtained form ANNSs.

a)
o Artificial Neural Network A Regression tree
X Classification tree —— Expected
1,4
1,2 [
1 X=
0,8 { ]-l J.
i
X
0,4 Ai—%—r l
0,2 { —=— T
0 5
X1 X2 X3 X4 X5
b)
o Artificial Neural Network A Regression tree
X Classification tree —— Expected
1,6
1,4 1
1,2 1 [
1 X—

o PN | N
AN

X1 X2 X3 X4 X5

Ho—

—x—

Fig. 2. Comparison of relative significance factors obtained
from regression models using various learning systems for
the simulated data sets obtained from the basic formulas:
a) Y=XI+2X2+3X3+4X4+5X5b)Y=XIX2+X3+
X4+ X5

a)
1,2
11 e £ e
X X
0,8 X Pedagogical
& method
06 | < Purity-based
- - — Expected
04 - X
02 X
0
X1 X2 X3 X4 X5
b)
1,2
1
0,8 X Pedagogical
method
06 1 <& Purity-based
X —— Expected
0,4
X
0,2
X
0

X1 X2 X3 X4 X5

Fig. 3. Comparison of relative significance factors obtained
from classification trees by two methodologies: the pedagogical
method proposed in the present work and the purity-based
method, for simulated data sets obtained form two basic formu-
las: a) Y=X1 +2X2 +3-X3+4X4+5X5 b)) Y=XI-X2+X3
+ X4+ X5

Dispersions of relative significance factors are
observed for all three models. However, negligible
scatters for variables with no interactions (all vari-
ables in Fig. 2a and X3, X4 and X5 in Fig. 2b) are
observed for ANNs only, while the both tree-type
models evidently reveal non-existent interactions
between input variables.

In Fig. 3 comparisons of the relative significance
factors of single variables obtained form classifica-
tion tress using two methodologies are presented: the
above ‘pedagogical’ methodology, proposed by the
present authors, and the purity-based technique
(Vanderberg & Motroni, 2007), also normalised in
respect to the maximum values. The latter provides
non-zero values only for those input variables which
are found as important. The three values obtained for
the simulated data set with no interactions (Fig. 3a)
are fairy satisfactory. However, the results presented
in Fig. 3b indicate, that purity-based significances
are correct only for the non-interacting variables
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(X3, X4, and X5). The significances of the first two
variables, interacting between each other and essen-
tially equally important, are far from expectations.
The value for X2 is much too high, while the vari-
able X1 was recognised as not important by the pu-
rity-based technique. Such a wrong qualification of a
manufacturing process variable could lead to haz-
ardous reduction of the control procedures for that
variable.

In the opinion of the present authors, the above
inaccuracies and incorrectness can be only partly
attributed to the lower prediction accuracies of the
classification and regression trees, compared to
ANNSs (as shown in Fig. 1) and should be further
investigated.

For the industrial data (Fig. 4) all the regression
models pointed at copper as the most significant
alloying element, which agrees well with the indus-
trial practice (copper is used to obtain pearlitic struc-
ture of the ductile cast iron, necessary for high
strength grades the alloy).

3 Artificial Neural Networks B Regression Trees [ Classification Trees

0,8

0,6

0,4

0,2 1

C Mn Si P S Cr Ni Cu Mg

Fig. 4. Relative significance factors for the industrial data set
(tensile strength of ductile cast iron vs its chemical composition
as defined by 9 elements)

Different predictions form different models were
obtained for other elements, however, in case of the
least significant variables, such as C, Ni, and Mg, all
models were also fairly conformable. It should be
noticed, that these elements are generally not insig-
nificant for the strength and the obtained results
merely indicate that they were not important in that
data set (probably their variability was too small to
significantly influence the cast iron properties).
However, the control of these elements could be
possibly reduced in that particular plant.

3.3. Testing of logic rules generation from
decision trees

3.3.1. Data sets

For the preliminary evaluation of decision trees
as the engineering knowledge extraction tools, the
data records were obtained as readouts from a no-
mograph published in the professional literature
related to foundry technology (Holzmuller & Wlo-
dawer, 1953). This nomograph, comprising a semi-
empirical knowledge, is widely used for calculation
of the feeding shrinkage of grey cast iron castings
and determination of appropriate dimensions of ris-
ers. The fundamental decision which should be
made in designing of rigging systems for that kind of
castings is whether the application of a riser is nec-
essary. The so called riserless design can be appro-
priate when the iron expansion, which occurs during
the solidification period, is capable of compensation
its shrinkage, which takes place during cooling of
the liquid phase, i.e. when the overall volume
change (called imprecisely shrinkage) will be posi-
tive. The volume changes appearing during cooling
and solidification of grey cast iron castings depend
on:

— pouring temperature (superheating of the alloy),
affecting mainly the liquid contraction,

— cooling rate of the casting dependent mainly on
its massiveness and defined by solidification
modulus,

— chemical composition of cast iron (defined by
the fractions of two groups of elements: carbon
and summary fraction of silicon and phospho-
rus),

It is worth noticing that the relationships be-
tween shrinkage and the above variables are not
independent on each other, e.g. only massive cast-
ings can be poured from lower temperatures. In gen-
eral, the complexity of the problem results in that
exact, analytical methods of calculation of shrinkage
and risers are not available.

Number of readouts of the nomograph made for
various combinations of all input variables was 191.
The continuous output variable values (shrinkage S)
were converted to nominal (discrete) ones, expressed
by classes. Two versions of the output variable clas-
sifications were assumed:

Version I: two values: ,riser not required” (if
S>0) and , riser required” (if S<O0).

Version 2: three values defining the necessity of
use and type of the riser: ,, not required” (if S>0),
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»small” (if -1%<S<0) and ,,large” (if S<-1%). When
the riser volume is relatively small, it is usually cost
ineffective to apply the exothermic sleeves, while
for large riser volumes the sleeves are commonly
used. That type of classification would be therefore
helpful in making decision concerning both the ne-
cessity of riser and its type.

Finally, two test data sets were obtained, each of
four real value inputs (carbon contents C, %, sum-
mary content of silicon and phosphorus Si+Pi, %,
solidification modulus mo, cm, pouring temperature
tpor, °C) and with one output, in the form of the
above defined two types of nominal values. That
type of data sets can be considered, in a certain ex-
tent, as examples of real, noisy data sets obtained in
industrial conditions. On the other hand, they ex-
press the hidden relationships about which there is
much known, thus permitting better interpretation of
the results of testing the trees and rules induction.

@ ANOVA test

[ Contingency tables test

Relative significance .

C,% SitP, %
Input variables

mo,cm  tpor, °C

Fig. 5. Relative significances of input variables for output vari-
able ‘cast iron shrinkage S’ obtained by statistical non-
parametric methods

A preliminary statistical analysis of significance
of input variables (in respect of the shrinkage S) was
carried out; detailed methodology can be found in
(Perzyk & Koztowski, 2006). The results, presented
in Fig. 5, show that unquestionably predominant

influence on the shrinkage has the pouring tempera-
ture, while the other variables are much less signifi-
cant.

3.3.2. Results of trees and rules generation

In Fig. 6 a graphic representation of the decision
tree for Version I data set is presented, obtained for
the MineSet software default settings (pessimistic
pruning at confidence level 0,7). The sizes of the
three bars appearing in each node reflect numbers of
records (cases) of the data set: directed to left
branch, right branch and split in the node (base bar).
In Table 3 the information available for the tree
shown in Fig. 6 is presented.

riser re quired riser not re quired

/ﬁ
]
1441

ino, ¢

<1125

riser required

>1250

Fig. 6. lllustration of decision tree generated by MineSet soft-
ware for Version 1 data set

The simplest form of the verbal rule equivalent
to the generated tree will be:

,If a casting modulus is larger then 1.125cm and
a pouring temperature is lower then 1250°C, than a
riser is not necessary, else a riser is necessary””.

This result is in agreement with expectations
based on foundry experience.

Table 3. Logic relationships and numerical values corresponding the classification tree shown in Fig. 3 (Version 1 data set), obtained

for pessimistic pruning at confidence level 0,7

. Sizes of output % fractions of output
. . . Notation of . . . .
Splitting variable in node variable values in variable values in
. branch . . Node
Path to node — logic rule left part or leaf . node (riser not node (riser not nec- .
. . leading to . . purity
(result of classification) node necessary / riser essary / riser neces-
necessary) sary)
‘tpor, °C’ 41, 150 21.466, 78.534 24.97
‘tpor, °C’<= 1250 mo, cm <=1250 41,6 87.234, 12.766 44.90
“tpor, °C’<= 1250:'mo, cm'<= 1.125 riser required <=1,125 0,6 0, 100 100
“tpor, °C’<= 1250:"'mo, cm™> 1.125 riser not required > 1,125 41,0 100, 0 100
“tpor, °C™> 1250 riser required > 1250 0, 144 0, 100 100
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It is worth noticing that the procedure used for
tree induction has completely ignored the two less
significant variables (defining the cast iron chemical
composition), which could essentially be a result of
a low precision of the tree model. However, a closer
examination of the training data revealed that the
sign of shrinkage, deciding about the need of riser
application, is a result of the pouring temperature
and casting modulus only. In other words, there was
no pair of records in which the pouring temperature
and casting modulus would be the same and only
one or both of two ignored variables would be dif-
ferent, which would have different classes of the
output variable. For that kind of data, the tree struc-
ture could not be different from the obtained one.

In Table 4 the logic rules equivalent to the clas-
sification tree, obtained for Version 2 data set with
the MineSet software default settings (pessimistic
pruning at confidence level 0,7), are presented.

The results obtained for the Version 2 data set
(with three nominal values of the output variable, i.e.
riser: “not required”, “small” and “large”) for default
settings of the MineSet program are so complex that
their presentation in a form of one or a few simple
verbal rules is difficult. Nevertheless, using those
results for decision making regarding feeding
method in any particular case is simple. It is worth
noticing that here the tree induction algorithm has
also utilized the previously ignored variables of low
significance, defining the cast iron chemical compo-

Table 4. Logic relationships corresponding the classification tree obtained for Version 2 data set for pessimistic pruning at confidence

level 0,7
Splitting variable in node or
Path to node — logic rule left part leaf (result of
classification)

‘tpor, °C
‘tpor, °C'<= 1250 mo, cm
“tpor, °C'<= 1250:"mo, cm'<= 1.125 small
‘tpor, °C’<= 1250:'mo, cm™> 1.125 not required
“tpor, °C™> 1250 tpor, °C
‘tpor, °C*> 1250:"tpor, °C'<= 1350 mo, cm
‘tpor, °C™> 1250:"tpor, °C'<= 1350:'mo, cm'<= 2.25 large
‘tpor, °C™> 1250: tpor, °C’<= 1350:'mo, cm"> 2.25 C,%
“tpor, °C™> 1250: tpor, °C’<= 1350:'mo, cm™> 2.25:'C, %'<= 3.1 large
‘tpor, °C™> 1250:"tpor, °C'<= 1350:'mo, cm'> 2.25:"C, %> 3.1 C, %
“tpor, °C™> 1250:"tpor, °C’<= 1350:'mo, cm'> 2.25:"C, %> 3.1:’C, %'<= 3.5 Si+P, %
“tpor, °C™> 1250: tpor, °C’'<= 1350:'mo, cm'> 2.25:"C, %> 3.1:'C, %'<=3.5:"Si+P, %'<=2.5 C, %
“tpor, °C*> 1250:"tpor, °C'<= 1350:'mo, cm'> 2.25:"C, %> 3.1:'C, %'<=3.5:"Si+P, %'<= 2.5:'C,
%<=33 large
“tpor, °C™> 1250:"tpor, °C'<= 1350:'mo, cm'> 2.25:'C, %> 3.1:'C, %'<=3.5:"Si+P, %'<= 2.5:'C, .
%'>33 Si+P, %
;tpor, °C“>.1250:“tp0r, °C'<=1350:'mo, cm™> 2.25:°C, %> 3.1:'C, % <= 3.5:"Si+P, %'<=2.5:"C, large
% > 3.3:"Si+P, %'<= 1.5
“tpor, °C‘>‘1250:‘tp0r, °C’<=1350:"mo, cm™ 2.25:°C, %> 3.1:"C, % <= 3.5:"Si+P, % '<=2.5:"C, small
%'>3.3:"Si+P, %> 1.5
‘tpor, °C™> 1250: tpor, °C’<= 1350:'mo, cm™> 2.25:'C, %> 3.1:'C, %'<=3.5:'Si+P, %> 2.5 small
‘tpor, °C™> 1250: tpor, °C’<= 1350:'mo, cm'> 2.25:"C, %> 3.1:'C, %> 3.5 small
“tpor, °C*> 1250: tpor, °C*> 1350 large

Table 5. Logic relationships corresponding the classification tree

o . . i i catl sition, which also affect the classification
obtained for Version 2 data set for cost-complexity pruning criterion = 0

results.

Because of the complexity of the tree ob-
tained for the Version 2 data set, another
method of tree pruning was tried. Instead the

Splitting variable in node or leaf

Path to node — logic rule left part (result of classification)

“tpor, °C’
“tpor, °C'<= 1250 mo, cm MineSet default pessimistic pruning, the
‘tpor, °C'<= 1250:'mo, cm'<= 1.125 small cost-complexity criterion at the default level
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not required

= 0 (tree of minimum cost) was applied. The
results are shown in Table 5.

“tpor, °C’<=1250:'mo, cm™> 1.125
“tpor, °C'> 1250

large
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For the so simplified tree the verbal decision rule
can be also relatively simple, e.g.:

,If a pouring temperature is lower then 1250°C,
then for a casting modulus larger than 1,125cm a
riser is not required, while for a casting modulus
smaller than 1,125cm a small riser is necessary; in
all other cases a large riser is needed”.

It is worth noticing that for the pruning method
based on the cost-complexity criterion a signifi-
cantly simpler tree was obtained, compared to the
pessimistic pruning, which is in agreement with a
general tendency for these pruning methods (Quin-
lan, 1987). In particular, the relatively less signifi-
cant variables, defining the cast iron chemical com-
position, were ignored.

4. CONCLUSIONS

The studies presented in the paper allow better
understanding the role that application of DM meth-
ods can play in designing, control and fault diagnos-
tic of manufacturing processes. Preliminary tests
have shown that in regression modeling both classi-
fication and regression trees seem to be less accurate
compared to ANNSs, particularly for simple relation-
ships present in the data. The relative significances
of independent variables based on interrogation of
trees exhibit non-existing interactions between the
variables. The significances based on classification
tree node purity measure can be very inaccurate for
strongly interacting variables.

Decision trees appeared to be relatively simple
and convenient tools for knowledge rules generation,
enabling flexibility of the choice between a large
number of precise rules and a small amount of rough
rules, giving simple hints for decision making in
various situations in designing and running manu-
facturing processes.
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STOSOWALNOS¢ DRZEW DECYZYINYCH
W PRZEMYSLE WYTWORCZYM

Streszczenie

W przedsigbiorstwach produkcyjnych sa zbierane i prze-
chowywane duze ilo$ci danych zwiazanych z konstrukcja wyro-
bow, oprzyrzadowaniem, materiatami, procesami technologicz-
nymi itd. Wykorzystanie tych danych do poprawy jako$ci pro-
dukcji 1 obnizenia kosztéw wytwarzania wymaga wydobycia
z nich wiedzy w postaci odpowiednich wnioskow, regul, zalez-
no$ci 1 procedur. Eksploracja danych (data mning) dostarcza
narzg¢dzia i metodologie dla potautomatycznego wydobywania
tego typu wiedzy. Jest to wielodyscyplinarna dziedzina wiedzy,
gwaltownie rozwijajaca si¢ w ostatnich latach i stosowana
glownie w biznesie, medycynie i naukach spotecznych.

W niniejszej pracy scharakteryzowano niektére wazne pro-
blemy zwiazane z wytwarzaniem, z punktu widzenia korzysci ze
stosowania metod eksploracji danych. W drugiej czgsci artykutu
przedstawiono niektére wybrane wyniki wtasnych prac studial-
nych i badawczych, pokazujace mozliwosci i zachowanie sig
drzew decyzyjnych w rozwiazywaniu istotnych, typowych
problemow w przemysle wytworczym.
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